
Introduction

In medical and epidemiological investigations,
matching of similar subjects is commonly used to
minimize the effects of extraneous factors that may
confound the factor which is under study (Mainland,
1963; MacMahon and Pugh, 1970). In the case of
individual matching (i.e. one control is matched
with one case in a case-control study), the analysis
is due to McNemar (1947). Pike and Morrow (1970)
developed a test which handles any number of
controls which are matched to a single case

(Appendix 1). However, not infrequently an investi-
gator may want to match a group of controls with
a group of cases which need only show a certain
degree of sirnilarity in the matching variabie(s). In
more general terms, a number of subjects in the
first group is matched with a number of subjects
in the second group. For example, in a clinical
trial to compare the effects of two drugs, there may
not be enough subjects available which exhibit
sufficient similarity in the relevant matbhingvariables,
such as sex, age, weight and so on, to enable pairing
(individual matching) . In an observational study
which is based on available records, individual
matching may be achieved only at the great exPense

of data attrition. A good examPle of data attrition
is shown by Christiansen's matched samPle of high
school graduates with high school dropouts. He had

to discard over 967o of his completed interviews
in order to finally achieve a matched sample of
46 cases (Chapin, 1955).

In the foregoing situations, group-matching (some-
times called ''stratification") can be a good com-
promise. The principies underlying matched sampling
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and the various group-matching methods (i.e. interval,
frequency or quantile matching and the like) are
discussed in MacMahorr and Pugh (,l970), Althauser
and Rubin (1970), and Rubin (L973).

There are several statistical methods which can be
adapted for the analysis of dichotomous data from
two grouped-matched samples. However, some of
these methods are presented technically in specialized
statistical literature and therefore are not generally
known to the medical investigator.

The objectives of this article are as follows:

(1) To survey some statistical methods that are
relevant for the analysis of dichotomous
data from two grouped-matched samples.

12) By means of a numerical example, to
illustrate Berkson's (1968) minimum logit
chi-square method. This method is. in my
opinion most useful in terms of computa-
tional simplicity and accuracy.

(3) To facilitate computations, I have written
a FORTRAN program of the Berkson
analysis. The program, along with detailed
user's instructions. is available upon request.

Concepts, Terminology and Examples

It is useful at this point to briefly clarify a few
terminologies which will be used repeatedly in the
subsequent sections: Factor under study, marching
variable, extraneous variables and response variable.
In a study of possible association between variables,
the factor under study is the variable (i.e. smokers
vs. non-smokers) which the investigator suspect to
have some influence (but not necessarily. a direct
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cause) on the outcome of the response variable
(cancer/not cancer). A matching variable is a possible

confounding variable (i.e race, sex, age, etc..). That
is. a matching variable is one that is related to the
response variable and ibr this reason, must be made

equivalent or comparable between the two grouPs

(smokers and non-smokers). Imagine if age were
related to cancer and one is comparing an older
group of smokers with a younger group of non-
snrokers! Matching will make such "incomparable"
comparisons unlikely. In effect, matching will
produce similar distributions of the confounding
variable ("g.) in the two groups (smokers and

non-smokers) and will therefore make the two
groups comparable, so far as this confounding

variable is concerned. (For the proper selection

of matching variables, see Pages 253-256 in

MacMahon a'nd Pugh). The extraneous variables

are all of the suspecied and not susPected con-

founding variables th"t go unrnatched for larious
reasorls. Ther.'efore, in any investigation, the two

groups are seldomly, if ever, perfectly comparable'

The following are a few additional examples which
are two group-matched samples with a dichotomous
response variable:

trial to compare the effects
(a deriVative of penicillin)

children living in low altitude (factor under
study). Haemoglobin level might be grouped
into two classes, those with L 12 gn%
and those with 12 gm%.

(4) In a prospective epidemiological study, the
factor under study is typically the groups
that are exposed and not exposed to the
suspected "risk" of the disease. The
response variable is the presence/absence
of the disease. Thus, in a prospective study
of the possible association between the use
of oral contraceptives and thromboembolic
disease in women or reproductive age. The
factor under study would be the users
(exposed to risk) and non-users (not exposed
to risk) of oral contracqptives. Presence/
absence of thrombosis would be the response
variable. Possible matching variables are

ethnic goup and age. But note that if the
same investigation were to be carried out
as a case control retrospective study, then
the two grouPs ("factor under study"),
would be the cases (thrombosis) and controls
(non-thrombosis) and the "response variable"
would be users and non-users of oral
contracePtives.

In all the studies of this type, the questions
of interest are:

(1) Is the response variable (i.e. percent of the
patients cured) differ signiffcantly (in the
statistical sense) between the two groups
(i.e. amplicillin vs penicillin) ?

(2) Is the response variable differ significantly
among the levels of the matching variable
(i.e. the age of the parients) on the whole?

(3) Does the response variable exhibit significant
interaction between the factor under study
(amplicillin vs penicillin) and the matching
variable (age)? For instance, supposing
amplicillin were more 'effective' in curing
patients. of the younger age group while
penicillin, older age group, this would con-
stitute one form of interaction between
factor under study and matching variable.

(1) At
of

\'2)

herapeutic
amplicillin

with a standard penicillin (factor under
study) on curing urinary tract infection
(response variable) in pregnant women' Say

after seven days of adr^rinistration of the
antibiotic, a negative culture would be

considered "cured" while a positive culture,
''not cured". The possible matching variables
would be race, age and the physiological
state of the woman.

In a survey to compare the working and
non-working married women on their
attitude towards children, a question such
as this could be use: "Having children is

the most important function of marriage."
The response variable would be agree/

disagree. The possible matching variables
are the ethnic group, age, religion and

educational background of the woman.

Sometimes, an investigator may want to
group a quantitative response variable into
a dichotomy. Thus, in a survey to compare
the haemoglobin levels (response variable)
between children living in high altitude and

(3)
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Statistical Background

The basic data generated from such a study
might be arranged as follows:

constant, within statistical limits, among cells). It
is noted that the variance of e-. is a direct con-

sequence of pU. For example, for a given nU, if pU is

closed to 0.5, e, would be subjected to a larger

sampling variance than if p, were closed to 1 or to 0.

To overcome this difficulty, the arcsine transforma

tion of pi1 (i.e. yi.1 = arcsine tf;)o't) might be used.

It is known that this transformation will result in the

variance of y, approximately equal to 821/(n.. + 0.5),

whatever the p;j value may be. Furthermore. the

distribution of y, tends to normal as n- increases

with mean equal to arcsine ttr,.;)0'5 ,ri u"ri".,..

within 1 6/o 821llnr, + 0.5) for almost ail binomial

distributions with nirPi, equal to or greater than one

(Keeping, 1962). Treating Yii as a normally dis-

tributed continuous variable, the linear statistical

model is'y-,: = A + S. + G + (SG)ij +e..,where

er. is the random error associated with fU, the

variance of which is 821/(n- + 0.5). This model can

be analysed by the variance analysis. To handle the

unequal sample size in the various cells, Yate's \1934)

method of weighted squares of means can be used.

However, the method suggested can only be regarded

as approximate. It may be sufficiently accurate for

practical purposed providing that (i) n.. in each cell

is not too small, (ii) n- is not grossly different among

cells, and (iii) the pii values are not too far from 0.5

in either direction.

Alternatively, the data may be analysed as a series

of 2 x 2 contingency tables (i.e. one table for each

level of the matching variable) and then use Cochran's
test (Snedecor and Cochran, 1967). Hovrever,
Cochran's test does not provide answer to the
question concerning interaction between factor undcr
study and matching variable.

Grizzle (1961) developed a method to analyse

data of this type by the use of maximum likelihood
for the estimation of the various 'effects' and used

Pearson's chi-square for hypothesis testing. Since

Grizzle's maximum likelihood method involves

iterative procedures and is therefore comPutationally

Level of the
matching variable

1

2

Group 1

t11 t11 Prr
nzr tzr Pzt

Group 2

nlz trz Pp
nzz t22 Pzz

r

nil til Pf iz tiz Prz

n.l t.l Prl nr2 trT PrZ

Notations n.. is the number of subjects in th. ijth
cdlll t,, is the nunlber of "positive"

1i... ..rt*".; in the ijth cellr pr,=' ('ij/"il
x 100 is the 7o ''positives" i'n the ij""
cell.

Now, if the response variable had been on the
quantitative scale (i.e. body weight) , the data would
be subjected to a regular analysis of variance (a?-way
classification with unequal subclass numbers). But
here, the response variable is dichotomous, resulting
in a single value (p,,) for each cell. The linear
statistical model assoiiated with this design might be

represented as pij 
.P+S.+Gj+(SG),j*"u., 

where S,

is the effect of the ith level ofthe matchingvariable,

G, is the effect of the 1th group fi=1 or 2) and
.l

(SG)- is the interaction (lack of independence) bet-

ween S. and G. , and eU. is the random error

associated with p.r. The pr, values should not be

subjected to the variance analysis as the variance

of p- is a function of p- (maximum at P.r=0.5

and decreases as P.j deviates from 0'5 in either

direction). Consequently, the variance of p. will vary

from cell to cell depending on the P,, values in the

respective cells. One of the assumptions associated

with the analysis of variance model is that the error

variance is homogeneous (i.e. the variance of er. is
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cumbersome, Berkson (1968) introduced the mini
mum logit chi-square method. Both the Berkson
and Grizzle procedures produce numerically similar
results but the Berkson method is considerably
simpler computationally. The relative merits of the
two methods is discussed by Berkson.

Grizzle, Starmer and Koch (1969) and a series of
articles that published subsequently dealt with the
analysis of categorical data by linear models. They
have noted that the Berkson method is a special
case (i.e. 2 x 2 x r) of their much more generalised
method and therefore both methods produced
numerically identical results. However, the Grizzle-
Starmer-Koch analysis requires not only vigorous
matrix manipulations but also demands some
familarity on the understanding of linear models on
the part of the user.

Therefore. from the medical investigator's point
of view, Berkson's method is, I think, the most
logical choice because of computational simplicity
and yet produce results similar to the more cumber-
some methods.

Numerical Example

Let us suPPose that a case<ontrol retrosPective

Basic Data trom a Casej&;itot Study
Between the Use of Ora[ ContracePtives

Disease

study was undertaken to investigate the possible
association between the use of oral contraceptives
and thromboembolic disease. Married women
patients with thrombosis (cases) were matched for
age within a 5-year interval with married women
without thrombosis (controls) (Appendix 2). Each

subject was then ascertained whether or not she had

use oral contraceptives. The basic data generated
from this investigation is presented in Table L.

Notations, intermediate statistics and the computa-
tion of the three Berkson minimum logit chi-square
values are shown in Tables II, III and IV, respectively,
while the chi-square test of significance is summarized
in Table V.

From Table V, it is found that (i) the percent of
oral contraceptive users is significantly different
(p t0.005) between the case and control groups,
(ii) the percent of oral contraceptive users is not
significantly different among different age grouPs

on the whole (Appendix 4), and (iii) there is no
statistical significant interaction between the groups
(cases and controls) and the a,ge levels of thewomen
on the percent of oral contraceptive users

(Appendix 5).
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TABLE II
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rABLE V

Summary Tabte
Tests

rr: 11ig1',1, signif icont (p<o.oo5)

ns . Not . signilicont (p>o.o5)

APPENDIX

(1) The Pike-Morrow method should be ,..y
useful in the case-control retrospective study
of rare diseases (i.e. the cases are difficult to
find but the matched-controls are readily
available). Thus, to study the possible associa-
tion between the exposure to diagnostic X-ray
during the pregnancy of the mother and
leukaemia in children, the cases (laukaemic
children) would be first located, and a number
of controls (children without leukaemia) would
then be matched to each case. The matching
variables might be the sex and age of the child.
Note that the number of controls need not
be the same for each case. From each of the
case and control children, we then ascertain
whether or not the mother had been exposed
to X-ray during her pregnancy.

The McNemar test is a special case of this
method. That is. when one control is matched
with one case, both methods produced identical
numerical results. I have worked out some
numerical examples of the Pike-Morrow test.

(2) In any case-control study, the investigator can
use either one of two sampling schemes.
depending on the availability of the cases. If
the cases are reiatively difficuit to locate,
the investigator may want to select a sample
of cases first, then the control subjects are

selected in order to match with the cases.

Showing the Chi- square
of Significance

5

5

But if both the cases and controls are readily
available. the investigator might select both
samples simultaneously and then construct
the matched sample with the subjects so

selected. The relative merit of these two
sampling schemes is briefly discussed in
Althauser and Rubin (1970).

I might also point not that matching does
not necessarily have to be done at the sampling
stage. Matching (or stratification) can also be
done at the analysis stage (i.e. after the data
have been collected). A possible danger of
this approach is that if the distribution of the
matching variable in the two samples obtained
is grossly different, the samples cannot be
matched. For example, if the age of the
'cases' selected ranges from 31 to 42 whiie
that of the 'controls' ranges from 20 to 30,
then obviously we cannot match the two
samples for age.

(3) When a value
logarithm (1,,)

value cannot be obtained.
replace the zero value by 0.5

In such a case,

(4) Obviously this finding has no relevance to the
objective of the investigation. However, had
the investigation been a prospective one, then
the finding would be of reievance (i.e. effect
of age on the percent of cases).

(i.e. au) is zero. its natural
is - and therefor" the 1; t

5o urcc Degrccr of Frccdom Cht- squorc

Corcs vs Control g. 2gr {

Ag€

lntcroctro n
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(5) For a more.thorough discussion on the meaning
of statistical interaction, see Snedecor and
Cochran (1967) or Armitage (197t). But
briefly, it is this: If the percent of oral contra-
ceptive pill users (Y-axis) is plotted against
the age groups (X-axis) for the cases and for
the controls. then interaction would result
in two non-parallel lines.

Now, upon looking at the following 'table, the
reader may wonder why interaction was not statis-
tically significant.

It is apparent that the two lines diverge in the
direction of older age groups. However, if we con-
sider the 95Vo confidence limits (i.e. allowing for
sampling errors) of the respective percentages, we

see that most of them overlapped.

Ag. 16* 2t-
CASE
26 - 31"-

CONTROL
26 - 3t- 36- 41 ,36- 4r- t6- 2L*

pill 20.0 25.0 26.t 40.0 45.8 46.7 18.4 17.6 I7.4 20.8 23.8 2r'7
%BC

use rs

9s%
CL

4.4
47.6

7.3-
52.0

10.5
47 .8

23.0 -
59.0

26.0
67.0

i0.8
28.6

9.5
28.7

10.8-
26.4

10.8--
36.2

21.0-
7 3.0

13.5-
29.6

15.2-
34.4
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